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Hybrid Cloud with NVGRE (WS SC 2012 R2) 
 

Network virtualization was first introduced with Windows Server 2012 and System Center 2012 SP1 ς 
Virtual Machine Manager. 



In the upcoming release, R2 of both Windows Server 2012 and System Center 2012, Network 
virtualization with NVGRE has made some huge enhancements, and is including a native virtualization 
gateway in Windows Server 2012 R2 ςRouting and Remote Access Server role that supports multi-tenant 
site-2-site VPN, NAT and BGP. 
This white paper is meant to show you a real world deployment of a fabric infrastructure that is 
supporting network virtualization with NVGRE for hybrid cloud computing, together with Windows 
Azure Pack. 
 

Introduction 
 

We are all familiar with the concept of server virtualization, which enables multiple server instances to 
run concurrently on a single physical host, and is completely isolated from each other although they are 
sharing the same physical resources.  
Network virtualization is based on the exact same concept. 
 
The industry is moving towards cloud computing, and one important factor to succeed with this is to 
adopt software-defined datacenters. Especially software-defined networking is essential in order to 
have a hybrid cloud environment, where tenants not only Ŏŀƴ ōǊƛƴƎ ǘƘŜƛǊ ƻǿƴ LtΩǎΣ but their entire 
network topology since the virtualized networks are abstracted from the underlying fabric network. This 
abstraction gives the virtual machines the illusion that they are running on a physical network, although 
ƛǘΩǎ ŎƻƳǇƭŜǘŜƭȅ ƛǎƻƭŀǘŜŘ ŦǊƻƳ ƛǘΦ  

 
Business objectives 
 
Network virtualization is a key enabler for multi-tenancy, but it is also serving other purposes as outlined 
below: 
 
Enterprises 

¶ In a Private Cloud, datacenter consolidation can easier be achieved by using network 
virtualization  

¶ Increment integration of acquired company network infrastructure 

¶ Extension of datacenter into hybrid cloud 
 
Service Providers 

¶ Tenants can bring their own network topology, and eventually manage their own networks (VM 
networks). 

¶ Share a single physical network securely across multi tenants 
 
Workload owners and tenants 

¶ Seamless migration to the cloud 

¶ Move n-tier topology to the cloud 

¶ Preserve policies, VM settings, IP addresses 



 
Cloud and Datacenter Administrators 

¶ Decoupling of server and network admin roles increases agility 

¶ Flexible VM placement without network reconfiguration 

¶ Reduce costs for management and support 
 
If we are getting back to basics and look at the definition of cloud computing again, we can see that the 
essential characteristics are involving broad network access, elasticity, resource pooling and self-service. 
Software defined datacenters is key to meet this, and to have an infrastructure that supports the high 
density of flexibility that is required. 
 

 
 
 

Technical description 
 
The concept of network virtualization consists of what we call Customer Addresses, Provider Addresses, 
Virtual Subnet IDs and Routing Domains  
 
Introducing and explaining Customer Addresses, Provider Addresses, Virtual Subnets and Routing 
Domains. 
 
A Customer Address (CA) is assigned by the customer/tenant based on their subnet, IP range and 
network topology. This address is only visible to the virtual machine and eventually other virtual 
machines within the same subnet ±a bŜǘǿƻǊƪ ƛŦ ȅƻǳ ŀƭƭƻǿ ǊƻǳǘƛƴƎΦ LǘΩǎ ƛƳǇƻǊǘŀƴǘ ǘƻ ǊŜƳŜƳōŜǊ ǘƘŀǘ ǘƘŜ 
CA is only visible to the VM and not the underlying network fabric.  
 
A Provider Address (PA) is either assigned by the administrator or by System Center Virtual Machine 
Manager based on the physical network infrastructure. The PA is only visible on the physical network 
and used when Hyper-V hosts (either stand-alone or clustered) and other devices are exchanging 
packets when participating in network virtualization. 
 



Virtual Subnets is identified with a unique virtual subnet ID (VSID) that is identical to the concept of 
physical VLAN technology that defines an IP subnet at Layer 3 and a broadcast domain boundary at 
Layer 2. The virtual subnet ID (VSID) must be unique within the datacenter and is in the range 4096 to 
2^24-2. 
 
Routing Domains defines a relationship between the virtual subnets created by the tenants and 
identifies the VM network. The Routing Domain ID (RDID has a globally unique ID (GUID) within the 
datacenter. The network virtualization stack enables Layer 3 routing between these subnets with a 
dŜŦŀǳƭǘ ƎŀǘŜǿŀȅ όŀƭǿŀȅǎ ȄΦȄΦȄΦмύΣ ǿƘƛŎƘ ŎŀƴΩǘ ōŜ ŘƛǎŀōƭŜŘ ƴƻǊ ŎƻƴŦƛƎǳǊŜŘΦ  
 
These concepts will be addressed when we are configuring network virtualization with SCVMM 2012 R2 
later in this guide. 
 
Explaining Network Virtualization with GRE (NVGRE) 
 
Network virtualization in Windows Server 2012 R2 (NVGRE) is using the GRE protocol 
(http://tools.ietf.org/html/draft -sridharan-virtualization-nvgre-03 ). 
NVGRE is intended for the majority of datacenters deploying network virtualization. The packets are 
ŜƴŎŀǇǎǳƭŀǘŜŘ ƛƴǎƛŘŜ ŀƴƻǘƘŜǊ ǇŀŎƪŜǘ όǘƘƛƴƪ άŜƴǾŜƭƻǇŜέύΣ ŀƴŘ ǘƘŜ ƘŜŀŘŜǊ ƻŦ ǘƘƛǎ ƴŜǿ Ǉŀcket has the 
appropriate source and destination PA IP address in addition to the Virtual Subnet ID, which is stored in 
the Key field of the GRE header. 
¢ƘŜ ǾƛǊǘǳŀƭ ǎǳōƴŜǘ L5 ό±{L5ύ ƛƴŎƭǳŘŜŘ ǿƛǘƘ ǘƘŜ Dw9 ƘŜŀŘŜǊ ŀƭƭƻǿǎ Ƙƻǎǘǎ ǘƻ ƛŘŜƴǘƛŦȅ ŎǳǎǘƻƳŜǊΩǎ ǾƛǊǘǳŀƭ 
machines for any given packet. Since this is a policy driven solution, the Provider Addresses and the 
Customer Addresses on the packets may overlap without any problems. This means that all virtual 
machines on the same host can share a single Provider address, which leads to great scalability and 
simplicity for both management and deployment.  
 

Implementing Hybrid Cloud with Windows Server 2012 R2 and System 

Center 2012 R2 ς Virtual Machine Manager 
 
One of the purposes with this white paper is to demonstrate how you can implement this in a real world 
scenario, using the following technologies: 
 

¶ NIC teaming (WS 2012 R2) 

¶ QoS (WS 2012 R2) 

¶ Virtual Switch Extensions (WS 2012 R2) 

¶ Virtualization Gateway in RRAS (WS 2012 R2) 

¶ Hyper-V Network Virtualization (WS 2012 R2) 

¶ Logical Networks (VMM 2012 R2) 

¶ Port Profiles (VMM 2012 R2) 

¶ Logical Switches (VMM 2012 R2) 

¶ Network Services (VMM 2012 R2) 

¶ Service Templates (VMM 2012 R2) 
 
Pre-requisites:  

http://tools.ietf.org/html/draft-sridharan-virtualization-nvgre-03


¶ One or more dedicated physical servers running Windows Server 2012 R2 with the Hyper-V 
role enabled. This dedicated host(s) is used for running the virtual machine(s) used for 
virtualization gateway 

¶ One or more physical servers running Windows Server 2012 R2 with Hyper-V role enabled. 
This or these servers are used for running virtual machines using virtualized networks 

¶ A physical switch that supports VLAN technology for using converged networks with WS SC 
2012 R2 

¶ One or more public IP addresses 

¶ A virtual machine running Windows Server 2012 R2 with System Center 2012 R2 ς Virtual 
Machine Manager installed 

¶ An Active Directory Domain with DNS for VMM and fabric resources 
 
Topology 
 
This environment consists of several computer nodes (Hyper-V servers, both stand-alone and clusters), 
in addition to DR sites and dedicated hosts for network virtualization. 
Everything is configured and deployed using Virtual Machine Manager to ensure that virtualization 
policies are correctly implemented and managed across the entire environment. 
 
Figure 1 - Physical Stamp 

 
 
From a hardware point of view we have 4 blades HV01-HV04 running in a failover cluster with shared 
storage located on the HP EVA SAN connected though fibre channel , HVDR01/HVDR02 are the last 
blades in the environment dedicated to Hyper-V Replica but not covered in this paper 
 



All uplink ports from the bladecenter goes into a HP layer 3 managed switch , for production redundant 
switches and dedicated network interfaces for NVGRE traffic is recommended 
 
The two gateway hosts are clustered using shared storage and the gateway hosts have a dedicated 
network card for internet facing traffic. 
 
 
The hosts are already deployed and managed by VMM in the following host group structure: 
 
Figure 2 - Logical view of host groups in VMM 2012 R2 

 
 
Gateway is the host group with the dedicated host(s) for network virtualization. 
Since we are using the native virtualization gateway in Windows Server 2012 R2, we must have  
dedicated hosts for this, in order to maintain the network virtualization policies 
 
We are calling this host group for Gateway in our environment, to show that the hosts in this host group 
are placed outside of the domain. As best practice, the dedicated host for network virtualization gateway 
should not be joined to the same domain as VMM since it could be connected directly to the internet. 
However, the virtual machine(s) running on these hosts used for virtualization gateway must be joined to 
the domain where VMM is.  
As a best practice, ensure you have a Hyper-V Cluster that is running the gateway VMs for high 
availability at the VM level, and that you are deploying a HA Service Template for you gateway VM to 
ensure HA at the application level.  
 
Production is the host group that contains the Hyper-V Cluster, where options like Dynamic 
Optimization and Power Optimization is enabled 
 
Research & Development is a host group that contains Hyper-V servers for testing and development 
 
 



Configuring and modeling the logical networks in the Fabric 
 
This guide will show and demonstrate how you can model your logical network in VMM to support 
converged network fabric (NIC teaming, QoS and virtual adapters) and leverage network virtualization. 
 
The Hyper-V servers in this environment are using 2 x 10GBe, and we want to team those NICs to 
leverage QoS and converged networking. Every host is connected to the same physical switch, 
configured with static IP configuration on one of the NICs, so that they are joined to the domain and 
managed by VMM. 
 
Figure 3 - NICs on a physical host without teaming 

 
 
 
 
First, we must create Logical Networks in VMM. 
A logical network can contain one or more associated network sites that is a user-defined named 
grouping of IP subnets, VLANs, or IP subnet/VLAN pairs that is used to organize and simplify network 
assignments. This is very useful in large environments in order to map and streamline network 
connectivity and dependencies in the configuration. 
 
We will create several logical networks in this guide for different purposes. 
 
Logical Networks: 
 

¶ Management 
o Contains the IP subnet used for management. Normally, both VMM and the Hyper-V 

servers are connected to this physical network. If you have more than one site and/or 
several VLANs, you can add all of this to the same logical network 

o This network does also have an associated IP Pool so that VMM can manage IP 
assignment to hosts, clusters and other resources connected to this network 

¶ Cluster 
o Contains the IP subnet and VLAN for cluster communication. This network is non-

routable as it only remains within this physical stamp/rack 



o This network does also have an associated IP Pool so that VMM can manage IP 
assignment to hosts, clusters and other resources connected to this network 

¶ Live Migration 
o Contains the IP subnet and VLAN for Live Migration communication. This network is 

non-routable as it only remains within the physical stamp/rack  
o This network does also have an associated IP Pool so that VMM can manage IP 

assignment to hosts, clusters and other resources connected to this network 

¶ Front-end 
o Contains the IP subnet used for Public IPs 
o This network does also have an associated IP Pool so that VMM can manage IP 

assignment to virtualization gateways 

¶ PA network 
o Contains the IP subnet used for provider addresses. This network is dedicated for 

network virtualization, and has the option enabled at the logical netwoǊƪ ƭŜǾŜƭΦ LǘΩǎ 
important to isolate this network and not use any of the other networks for this purpose 

o This network does also have an associated IP pool so that VMM can manage IP 
assignment to the hosts dedicated for network virtualization, the virtualization gateway 
VMs and the virtualization hosts running virtual machines connected to VM networks 

 

Step 1 

Configuring Management, Front-end, Cluster and Live Migration networks in Fabric. 
 

1) Navigate to Fabric in the VMM console. 
2) Expand the Networking tab and right click on Logical Networks to create a new logical network 
3) Assign a name and a description. Make sure you have only ǎŜƭŜŎǘŜŘ ǘƘŜ ΨhƴŜ ŎƻƴƴŜŎǘŜŘ 
ƴŜǘǿƻǊƪΩ ƻǇǘƛƻƴ ŀƴŘ ǘƘŀǘ ȅƻǳ ƘŀǾŜ ƳŀǊƪŜŘ ŦƻǊ Ψ/ǊŜŀǘŜ ŀ ±a ƴŜǘǿƻǊƪ ǿƛǘƘ ǘƘŜ ǎŀƳŜ ƴŀƳŜ ǘƻ 
allow virtual machiƴŜǎ ǘƻ ŀŎŎŜǎǎ ǘƘƛǎ ƭƻƎƛŎŀƭ ƴŜǘǿƻǊƪ ŘƛǊŜŎǘƭȅΩ. Click next to proceed. 



 
 

4) Create a network site, IP subnet and VLAN and associate with the correct host groups. In this 
example, we are using default VLAN (VLAN ID 0), IP subnet 10.0.0.0/24 and have associated the 
configuration to each and every host group, since they are all accessible on this management 
network. Click next and finish. 

 
Repeat this process for your Front-end, Cluster and Live migration logical networks. 
We will create the logical network for PA Addresses later in this guide to ensure you are paying 
attention. 
 

Note: When associating the Cluster and Live migration logical networks with your host 
ƎǊƻǳǇǎΣ ȅƻǳ Ŏŀƴ ƭŜŀǾŜ ƻǳǘ ŀƭƭ ǘƘŜ Ƙƻǎǘ ƎǊƻǳǇǎ ǘƘŀǘ ŘƻŜǎƴΩǘ ǊŜǉǳƛǊŜ ǘƘƛǎ ŎƻƴŦƛƎǳǊŀǘƛƻƴΦ 
As a best practice, it is generally a good idea to scope the networks to the needed 
scoped hosts groups only.  

 

Step 2 

Creating IP pools for your Management, Front-end, Custer and Live Migration network 
 
We will create IP pools for each logical network site so that VMM can assign the right IP configuration to 
ƛǘǎ ǊŜǎƻǳǊŎŜǎ ǿƛǘƘƛƴ ǘƘƛǎ ƴŜǘǿƻǊƪΦ ¢Ƙƛǎ ƛǎ ŀ ƎǊŜŀǘ ŦŜŀǘǳǊŜ ƛƴ ±aa ǎƻ ǘƘŀǘ ȅƻǳ ŘƻƴΩǘ ƘŀǾŜ ǘƻ ǇŜǊŦƻǊƳ ǘƘƛǎ 
manually or rely on other services like DHCP. You can also exclude IP addresses from the pool that has 
already been assigned to other resources, so that VMM will leave these alone. 
 

1) wƛƎƘǘ ŎƭƛŎƪ ƻƴ ǘƘŜ aŀƴŀƎŜƳŜƴǘ ƭƻƎƛŎŀƭ ƴŜǘǿƻǊƪ ƛƴ ŦŀōǊƛŎ ŀƴŘ ŎƭƛŎƪ ΨŎǊŜŀǘŜ Lt ǇƻƻƭΩΦ 



2) Assign the IP Pool a name and eventually a description. Make sure the right logical network is 
listed and mapped. 

 
 



3) Specify a network site and the IP subnet. Choose to use an existing network site (the site you 
created when you created the logical network) and click next. 

 
 



4) Define the IP address range. Select staring IP address and ending IP address. You can also 
reserve IP addresses to VIP templates and other use in this step. Click next. 

 
 



5) Specify the gateway addresses and proceed by clicking next. 

 
 

6) Specify the DNS servers and the DNS suffixes for this network. 

 



 

7) If you require WINS configuration, configure this in the next step. Otherwise, click next and 
finish. 

 
Repeat this process for your Front-end, Cluster and Live migration IP pools. 
If Cluster and Live Migration networks are non-ǊƻǳǘŀōƭŜΣ ȅƻǳ ŘƻƴΩǘ ƘŀǾŜ ǘƻ ǎǇŜŎƛŦȅ ƎŀǘŜǿŀȅΣ 5b{ ƻǊ 
WINS. 

 
 

Step 3 

Creating the Provider Address logical network used for network virtualization 
 

1) Navigate to Fabric in the VMM console. 
2) Expand the Networking tab and right click on Logical Networks to create a new logical network 
3) Assign a name and a description. Make sure you have ŜƴŀōƭŜŘ ǘƘŜ ŎƪŜŎƪōƻȄ ŦƻǊ ΨAllow new VM 
ƴŜǘǿƻǊƪǎ ŎǊŜŀǘŜŘ ƻƴ ǘƘƛǎ ƭƻƎƛŎŀƭ ƴŜǘǿƻǊƪ ǘƻ ǳǎŜ ƴŜǘǿƻǊƪ ǾƛǊǘǳŀƭƛȊŀǘƛƻƴΩ and that the default 
ǘŜŎƘƴƻƭƻƎȅ ǎƘƻǿǎ ΨIȅǇŜǊ-± bŜǘǿƻǊƪ ±ƛǊǘǳŀƭƛȊŀǘƛƻƴΩΦ 

 
 

4) On the next screen, create a site that contains the VLAN and IP subnet for the PA network. 
Associate it with the hosts groups that should contain either virtualization gateways or virtual 



machines that are using network virtualization. Click ok once you are done. 

 
 

Important note: As we continue in this guide, you will notice ǘƘŀǘ ǘƘŜǊŜΩǎ ƴƻ ŘƛǊŜŎǘ ƳŀǇǇƛƴƎ ƻŦ 
the PA network to the hosts. We are only making it available to the hosts through this 
configuration together with Uplink port profiles and logical switches, as explained later. 
Also make sure that you are not configuring network virtualization on any other logical 
networks that you present to the same hosts. This can cause misconfiguration and lead to 
hours of troubleshooting.  

 

Step 4 

Creating and assigning an IP pool to the Provider Address network 
 

1) Right cƭƛŎƪ ƻƴ ǘƘŜ tǊƻǾƛŘŜǊ ŀŘŘǊŜǎǎ ƭƻƎƛŎŀƭ ƴŜǘǿƻǊƪ ƛƴ ŦŀōǊƛŎ ŀƴŘ ŎƭƛŎƪ ΨŎǊŜŀǘŜ Lt ǇƻƻƭΩΦ 



2) Ensure you are mapped to the right logical network and click next. 

 
 

3) Ensure you are using the right network site that is associated with the right host groups. 

 
 

4) Specify the IP address range with starting IP address and ending IP address.  



 
 

5) You can leave gateway, DNS and WINS alone if this network is non-routable and click finish. 
 

You should now have configured the required logical networks, IP subnets, VLANs and IP pools that 
reflects your actual network configuration, in the fabric workspace in VMM. 
 
Figure 2 - Overview of Logical Network configuration with corresponding IP pools 

 
 

Step 5 

Creating Logical Switches with Port Profiles 
 
After creating the logical networks, we must proceed to create identical capabilities for network 
adapters across multiple hosts by using port profiles and logical switches. Port profiles and logical 
switches act as containers for the properties or capabilities that you want your network adapters to 
have. Instead of configuring individual properties or capabilities for each network adapter, you can 
specify the capabilities in port profiles and logical switches, which you can then apply to the appropriate 



adapters. This can simplify the configuration process and ensure that your hosts are using correct load 
balancing algorithm and that the virtual adapters have the right settings related to capabilities and QoS. 
 
In our real world environment, we want to take advantage of the native NIC teaming support in 
Windows Server. 

The basic algorithms that is used for NIC teaming is switch-independent mode where the switch does not 

know or care that the NIC adapter is participating in a team. The NICs in the team can be connected to 

different switches. 

Switch-dependent mode require that all NIC adapters of the team are connected to the same switch. The 

common choices for switch-dependent mode is Generic or static teaming (IEEE 802.3ad draft v1) that 

requires configuration on the switch and computer to identify which links form the team. This is a static 

configuration so there is no additional assistance to detect incorrectly plugged cables or odd behavior. 

Dynamic teaming (IEE 802.1ax, LACP) uses the Link Aggregation Control Protocol to dynamically identify 

links between the switch and the computer, which gives you the opportunity to automatically create the 

team, as well as reduce and expand the team. 

Windows Server 2012 R2 supports three different distributions methods. 

Hashing, Hyper-V switch port and Dynamic 

Hyper-V switch port 

When virtual machines have independent MAC addresses, the MAC address provides the basis for 

dividing traffic. Since the switch can determine the specific source MAC address is on only one 

connected network adapter, the switch will be able to balance the load (traffic from the switch to the 

computer) on multiple links, based on the destination MAC address for the VM. 

Hashing 

Hashing algorithm creates a hash based on components of the packet, and assign packets with the hash 

value to one of the available network adapters. This ensures that packets from the same TCP stream are 

kept on the network adapter. 

Components that can be used as inputs to the hashing functions include the following: 

¶ Source and destination IP addresses, with or without considering the MAC addresses (2-tuple 

hash) 

¶ Source and destination TCP ports, usually together with the IP addresses (4-tuple hash) 

¶ Source and destination MAC addresses. 

Dynamic (new in Windows Server 2012 R2) 

¶ Balances based on flowlets 



¶ Optimized utilization of a team on existing hardware 

Dynamic load balancing continuously and automatically moves traffic streams from NIC to NIC within 
the NIC team to share the traffic load as equitably as possible. 

To use NIC teaming in a Hyper-V environment, there are some nice new features available in Powershell 

to separate the traffic with QoS. 

More information about this can be found at http://technet.microsoft.com/en-us/library/jj735302.aspx 

The scenario we will demonstrate in VMM is using NIC teaming with two 2 x 10GBe modules on the 

physical servers. 

Overview 

¶ We will use the default settings in VMM for our virtual network adapters for different traffic, 

like Cluster, Live Migration and Management (Virtual Port Profiles with port classifications) 

¶ We will create a virtual port profile for our tenants that is using NVGRE 

¶ We will create a single team on the host (Uplink Profile) 

¶ We will bundle the configurations of both Uplink Profiles and Port Profiles (Logical Switch) 

Please note that you must create the team with Virtual Machine Manager. If the team is created 

outside of VMM, VMM will not be able to import the configuration properly, and reflect the changes 

you make. 

Virtual Port Profiles 
 

1) Navigate to Port Profiles under the networking tab in fabric. You will see several port profiles 
already in this view, shipped with VMM. We can take advantage of these and use the existing 
profiles for Host management, Cluster and Live Migration. 

http://technet.microsoft.com/en-us/library/jj735302.aspx


2) Double click on the Host management profile to explore its details 

 
 

3) Click on Offload settings to see the settings for the virtual network adapter profile. 
Note that features like VMQ often requires additional configuration on the hosts besides just 
enabling it. This additional configuration is provided by vendors of the adapters 

 
4) Click on Bandwidth settings to see ς and eventually adjust the QoS  

 
















































































































































































































































